
  

STO-MP-HFM-361 P02 - 1 

 
 

 
 

Calibrated Trust as a Means to Build Societal  
Resilience Against Cognitive Warfare 

Esther Kox, Neill Bo Finlayson 
Julia Broderick-Hale, José Kerstholt 

THE NETHERLANDS 
 

esther.kox@tno.nl 

neill_bo.finlayson@tno.nl 

julia.broderick@tno.nl 

jose.kerstholt@tno.nl 

ABSTRACT  

Intervening to bolster trust is critical to strengthening societal resilience and to reducing vulnerability to 
cognitive warfare threats. Trust, however, is a broad, multi-layered, dynamic construct that is difficult to 
grasp and to intervene upon. The suitability and potential effectiveness of an intervention may vary 
depending on the specific trust dynamic. Therefore, to select the optimal trust intervention for a given 
situation, one must understand the dynamics of trust. We describe trust as the ever-fluctuating product of 
ongoing trust calibration. The objective of this paper is to conceptualise the trust calibration cycle to help 
identify the status of a trust dynamic, provide foresight into future developments and to support selection of 
appropriate interventions. To promote understanding of what trust is and how it works, we first clarify the 
conceptual boundaries of trust, including mistrust and distrust, types of trust and the elusive ideal: 
calibrated trust. Our conceptualisation of the trust calibration cycle entails three phases in which a trust 
dynamic can be characterised: ‘building’, ‘managing’, and ‘repairing’. The context and nature of these 
phases and exemplar interventions are discussed (using social science literature), in an effort to bring 
together theory and practice. Finally, implications, limitations and key takeaways are discussed. 
By reimagining the trust calibration cycle, we hope to support the ability of policymakers to understand, 
identify and intervene upon trust in society in order to bolster societal resilience as a means of mitigating the 
effects of cognitive warfare. 

1.0 INTRODUCTION 

The proliferation of digital and social media has manifested a new domain of conflict: cognitive warfare. The 
aim of cognitive warfare – a form of hybrid warfare – is to gain advantages over an adversary by reshaping 
and manipulating their understanding of military, political or social environments in favour of one’s own 
strategic or tactical objectives [12]. In essence, the human mind becomes the battlefield and information is 
the weapon, with the aim being to change how a target population thinks and, in turn, acts [4], [10] It is a 
unique type of non-kinetic warfare that goes beyond just controlling flows of information and is more 
concerned with the ability to control how people react to information [6]. 

The long-term objective of cognitive warfare is often the disruption and destabilisation of enemy states, 
populations or societies. The idea is to sow seeds of distrust and division regarding governance, the rule of 
law or democratic processes, with the aim of stoking societal cleavages and polarisation so that “enemies 
destroy themselves from the inside out” [6]. In its most potent form, cognitive warfare “has the potential to 
fracture and fragment an entire society” [10]. This is because it aims at disrupting interpersonal relationships 
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by targeting human vulnerabilities, such as trust, on both the societal and the individual level [29]. Trust is a 
foundational element of a functional society and has been described as “the glue that makes dependencies 
and connections strong and healthy in democracies as well as supports the foundations of democratic 
system” [22] (p.32). It is precisely this dependency on trust that means it is also a vulnerability and one 
which malign actors seek to exploit.  

Russia, for example, is a foremost proponent of cognitive warfare. The Kremlin’s attempts to interfere in 
foreign elections are well publicised [34], but this interference forms part of a larger campaign of disruption 
and destabilisation which seeks to diminish trust in liberal democracies in order to weaken the West and 
allow for greater Russian influence around the globe [6]. By exploiting pre-existing social, political or ethnic 
cleavages in other countries, Russia is able to stoke further divisions among populations and undermine 
public societal trust, as well as trust in governance, institutions or the democratic process [4]. This 
degradation of trust on a societal level leads to greater polarisation and division, which allows Russia to 
influence susceptible voters more easily in the target country on what to think, how to think and, ultimately, 
how to vote [6].  

As shown by the example of Russia, cognitive warfare exploits trust in order to affect society in a two-step 
process. First, trust must be eroded in order to weaken the fabric of society. This may be civilian trust in state 
institutions or trust in other institutions such as the media, science, tax authorities, or the legal system [9]. 
This, in turn, can affect people’s trust in one another, whether that means in-group versus out-group mistrust, 
or even mistrust within in-groups [37]. This widespread diminishment of trust destabilises a society because 
a loss of trust in institutions or in one another affects the legitimacy of institutions and by consequence their 
capacity to function, which then undermines the social contract that binds society together [9], [37]. Where 
presence of trust facilitates cooperation and contributes to social cohesion, the presence of distrust does the 
opposite [20].  

Second, once trust has been eroded, the manipulation and influence of target populations can take place. 
A lack of trust diminishes the foundations of democracy and reduces a society’s ability “to absorb shocks, 
recover quickly, adapt, innovate and develop further” [22] (p.32), which in turn facilitates further erosion. As 
previously stated, the aim of cognitive warfare is to sow distrust within a population in order to weaken its 
resolve and to create a fertile environment for manipulation and influence through the weaponisation of 
public opinion [6]. Malevolent actors can therefore benefit from the social unrest and division that results 
from a deterioration of trust and the spread of distrust within society.  

Trust is therefore a key target for actors seeking to destabilise, disrupt and undermine adversaries and is an 
“essential component of cognitive warfare in which the human is the vulnerable target” [29] (p.5). It follows 
then that societies with high levels of trust are more resilient to the effects of cognitive warfare while low 
trust societies are more vulnerable. Therefore, according to the European Centre for Excellence for 
Countering Hybrid Threats (Hybrid CoE), in order to safeguard societies and the democratic processes 
that cognitive warfare seeks to attack “we need to consider trust as the force that binds societies together” 
[22] (p.31).  

1.1 Aim of the Paper 
As discussed, intervening to bolster trust is critical to strengthening societal resilience and to reducing 
vulnerability to cognitive warfare threats. Trust, however, is a broad, multi-layered, dynamic construct that is 
difficult to grasp and to intervene upon. The suitability and potential effectiveness of an intervention may 
vary depending on the specific trust dynamic. Therefore, to select the optimal trust intervention for a given 
situation, one must understand the dynamics of trust. 

Having established the relevance of trust to the mitigation of cognitive warfare threats (Section 1), we now 
present the aim of the paper (1.1): to promote understanding of what trust is (Section 2) and how it works 
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(Section 3). This includes presenting a conceptualisation of trust that can be used to characterise the state of a 
trust dynamic and, in doing do, elucidate the suitability of related interventions. In the following section 
(3: Trust), we seek to clarify the conceptual boundaries of trust, including mistrust and distrust (2.1), types of 
trust (2.2) and the elusive ideal: calibrated trust (2.3). In the present paper, we describe trust as the 
ever-fluctuating product of ongoing trust calibration (Section 3). This entails three phases (i.e., situations) in 
which a trust dynamic can be characterised as being: ‘building’ (3.1), ‘managing’ (3.2) and ‘repairing’ (3.3). 
The context and nature of these phases and exemplar interventions are discussed, in an effort to bring 
together theory and practice. Finally, implications, limitations and key takeaways are discussed (section 4). 
In sum, the objective of this paper is to conceptualise the trust calibration cycle to help identify the status of a 
trust dynamic, provide foresight into future developments and to support selection of appropriate 
interventions. By reimagining the trust calibration cycle (using social science literature), we hope to support 
the ability of policymakers to understand, identify and intervene upon trust in society in order to bolster 
societal resilience as a means of mitigating the effects of cognitive warfare. 

2.0 TRUST 

2.1 The Trust Family 
Actors engaged in cognitive warfare often seek to influence a target society by either eroding trust or by 
sowing distrust. Although this may seem like different ways of describing the same process, recent 
theoretical developments have distinguished the two mechanisms. Traditionally, trust and distrust were seen 
as opposing points on a single spectrum, but there is a growing consensus that they are distinct concepts with 
unique attributes and subject to different factors of influence [46]. Research suggests that trust and distrust 
are orthogonal dimensions; different concepts that can coexist [46]. They exist on separate spectrums. 
Hence, the absence of trust should not be equated with the presence of distrust [7].  

In fact, trust is better understood as a family, including the elements of trust, mistrust and distrust [7], [21], 
[18], [28]. Here, trust is defined as “the willingness of a party to be vulnerable to the actions of another party 
based on the expectation that the other will perform a particular action important to the trustor, irrespective 
of the ability to monitor or control that other party” [30]. While trust reflects an expectation of something 
positive, distrust is a distinct attitude characterised by the active expectation of negative consequences 
(e.g., harm) associated with trusting [7], [46], [47]. Mistrust, on the other hand, is the lack of an explicit 
positive expectation and implies lowered perceived trustworthiness without sufficient substantiation, leaving 
room for the option that a trust appraisal might be based on a misjudgement, misunderstanding or 
misinterpretation [41]. In practical terms, mistrust can be described as a cautious attitude that motivates 
citizens to keep a vigilant eye on the political and social developments within their communities [28]. 
Although the term ‘mistrust’ is sometimes used interchangeably with ‘distrust’, they are distinct [41]. 

2.2 Type of Trust 

The subjects of trust, mistrust and distrust can be a variety of different actors within society, creating 
different types of trust. These types include trust in others (social trust), trust in the government (political 
trust) and trust in other organisations such as the media, science, tax authorities, or the legal system 
(institutional trust). Social trust can be defined as the propensity of individuals to trust others in general 
(both known and unknown), not directed at specific people for specific purposes [23], [26], [42]. It allows us 
to connect with people who are different than us and facilitates interaction between different groups in 
society [43], which is an important prerequisite for a well-functioning democracy. There appears to be a 
mutually reinforcing relationship between social trust and the functioning of a democratic state; a democratic 
state depends on a sense of social cohesion, but a well-functioning state also seems to enhance feelings of 
social trust among its citizens [42]. Since processes like polarisation pose a threat to our sense of social 
cohesion, they can therefore erode the fabric of society. Political trust, sometimes defined together with 
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institutional trust, refers to citizens’ trust in the political process and democratic system, as well as citizens’ 
confidence in and support for political institutions, such as the executive and the legislature, in the face of 
uncertainty about or vulnerability to the actions of these institutions [31]. Institutional trust therefore refers 
more to other societal institutions, such as the judiciary, police, tax authorities or even media organisations.  

These three types of trust are interconnected; if one type of trust is affected, it can influence the others. 
For example, scholars have argued that distrust and suspicion towards societal and political institutions can 
gradually erode social trust [37]. Institutions within society moderate citizens’ social relationships both by 
providing people with a sense of safety and by establishing and upholding common norms and values [37]. If 
institutions fail to do this, it undermines the embeddedness of foundational values and principles in society 
and thereby risks eroding citizens’ trust in society itself. Understanding these interdependencies helps us to 
see how trust works in different parts of our lives and how trust is the backbone of a stable society. 

A cautious attitude of mistrust can help us adopt a kind of vigilance that is needed to maintain a healthy 
democracy [28]. Distrust on the other hand can, in the worst case, turn into political cynicism; “the attitude 
that assumes the worst of the nature of political objects (actors, institutions)” [31] (p.6) and the belief that 
“the political process and its actors are inherently corrupt, incompetent and self-serving” [32] (p.5). As such, 
distrust is deemed detrimental to democracy, while trust – and mistrust – are central to its success [28].  

2.3 Calibrated Trust 
To bolster societal resilience, the objective should be to achieve a healthy balance of trust and mistrust while 
also working to prevent distrust. The literature to date has tended to focus on building trust and mitigating 
distrust, while the role of mistrust in creating a healthy balance of trust in society has been neglected. This 
optimal level of trust may be referred to as ‘calibrated trust’. This term originates from the concept of trust in 
automation literature, where “calibrating’” trust was introduced as a term to describe the process of “setting 
users’ trust in decision aids to an appropriate level” [35]. Since then, this has become a widely known 
concept in human-automation literature [26], especially in relation to the usage of increasingly autonomous 
machines in consequential domains such as the military. In these domains, miscalibration, represented as 
either ‘over’-trust or ‘under’-trust, can lead to inappropriate reliance and can compromise safety and 
profitability respectively [5], [25], [45]. In other words, the concept of calibrated trust has two important 
qualities. First, it highlights that the amount of trust in another agent should be warranted by that agent’s 
actual trustworthiness. Second, finding that balance demands an ongoing process of recalibration [26].  

The trustworthiness of any actor varies across time and context. For example, it may be reasonable to trust an 
individual to be able to perform one task but not another based on their skill set (e.g., while you may trust an 
elected official to draft legislature, you may not trust them to make medical decisions, or vice versa). 
Furthermore, their trustworthiness on a given day may vary depending on their personal circumstances as 
well as on external situational factors (e.g., while you may trust an employee to manage the shop on a quiet 
weekday, you may not trust them to handle a busy weekend shift, or during a tumultuous time in their 
personal life). Hence calibrated trust should not be viewed as the static state of trust that underwent 
calibration based on cumulative experience, but as the fluctuating quality of trust that is subject to continual 
calibration based on ever-evolving experience. Recalibration requires persistent critical reflection. As such, 
the term ‘calibrated’ does not indicate that the trust once underwent calibration and is now calibrated; rather 
it refers to an enduring quality of the trust: that it is subject to calibration, continually. 

Trust calibration has received scant attention in the interpersonal realm. We believe, however, that due to its 
above-mentioned characteristics, it provides useful perspective on interventions for trust in society. First, 
striving for a calibrated (as opposed to a maximised) level of trust highlights the importance of critical 
reflection and appreciates the cautious nature of mistrust, which is deemed an important basic condition for a 
resilient society that is both robust and able to adapt to changing circumstances. There is great value in the 
ability to accurately assess a source, person or institution’s trustworthiness, thereby minimising ‘over’-trust 
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and ‘under’-trust. There is also value in the democratic behaviours associated with political mistrust 
(e.g., protests and demonstrations), which can themselves induce behaviour change from political 
representatives and promote democratic values [31]. Indeed, representative democracy depends on its 
citizens to uphold democratic principles and values (e.g., by being willing to monitor and hold officeholders 
to account and ensure that trust in government is not unconditional) [31]. That said, the consequences of 
excessive mistrust (i.e., mistrust that exceeds what is merited by the actual trustworthiness of the trustee) are 
significantly different in AI than in the interpersonal domain. In the human-technology interaction domain, 
the consequence of excessive mistrust simply results in the trustor declining to use an optional technology 
and potentially missing out on its benefits (e.g., increased efficiency). In society, where trust is indispensable 
to the functioning of democracy, excessive mistrust can have potentially fatal consequences [9], especially if 
institutions and political officeholders are unresponsive to that mistrust.  

Secondly, conceptualising trust calibration as an ongoing and iterative process also provides a useful 
perspective for intervention selection and execution. This temporal perspective of trust calibration has been 
priorly used in the interpersonal domain in a model that describes how people continually (re)calibrate their 
levels of trust and distrust in reaction to external events [1]. We believe that well-calibrated trust within 
society must be achieved through an ongoing process of evaluation and adjustment in order to stay attuned to 
changing circumstances. Consistently maintaining trust is as important as initially building it. 

3.0 THE TRUST CALIBRATION CYCLE 

To navigate the constant pursuit of an optimal level of trust in ever-changing circumstances, researchers in 
autonomous technology literature have distinguished between three stages of trust: formation, violation and 
repair [44]. Adapting these terms to the interpersonal domain, we propose a categorisation of calibrated trust 
which comprises three broad phases: building, managing and repairing trust. These phases can occur in any 
order and can be repeated. Given the complex nature of trust, these three phases act as labels that can be used 
to identify the status of a particular trust dynamic, to understand the potential next developments and 
recognise relevant interventions. 

3.1 BUILDING 

3.1.1 Process 
Trust can be defined as a willingness to be vulnerable to another’s actions based on the expectation that the 
other will act in a certain way [30]. This introduces two concepts that are key in the building phase: 
expectation and vulnerability. First, people assume intuitively that past behaviour is the best predictor of 
future behaviour. It follows that demonstrations of trustworthy behaviour would build expectations of future 
trustworthy behaviour and thus build (propensity to) trust. Second, vulnerability and trust are closely related. 
The more vulnerable one is, the greater the consequences of being let down by the trustee and the greater the 
weight of the trust decision. In other words, trust is a commodity. It follows that reducing one’s vulnerability 
would build their ‘trust capital’, affording a greater propensity to trust.  

When forming a trust appraisal, the trustor decides to either trust or not trust based on their baseline 
‘summary judgement’ of the trustee [1]. This initial stance is the sum of many judgements of trustworthiness, 
which “may not be wholly internally consistent and may contain both elements of trust as well as distrust” 
[1] (p.3). Building trust is crucial to creating a positive (i.e., trusting) initial summary judgment. It is also 
crucial for providing appropriate counterweight to mistrusting instincts, thereby preventing excessive 
mistrust. In summary, consistently working to build and bank up trust across types and time is paramount.  
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3.1.2 Intervention 
Building trust can involve a raft of interventions implemented by a wide range of actors across the entire 
breadth of society. Interventions aimed at building trust tend to be more sustained, both in duration of 
execution and in realisation of effects. Building and establishing trust – whether trust in institutions, within 
society, or between particular groups or individuals – is a mammoth endeavour and an undoubtedly daunting 
task for any prospective practitioners charged with undertaking it. However, there are some long-term 
interventions that can be implemented to build trust within society across different types of trust.  

Trust-bolstering interventions often revolve around the theory of reciprocity: that bestowing trust engenders 
trust [38, 16]. A recent study put this to the test and analysed the effects of alternative social welfare 
policies (inspired by universal basic income), which were based on a more trusting and unconditional 
approach than traditional welfare policies. The authors’ hypotheses were based on the fundamental argument 
of reciprocity: “a trusting government will harvest trust from welfare recipients in return” [8]. The main 
finding was that the more trusting policy with less government control and more autonomy increased local 
trust among recipients [8]. The link between social welfare policies and trust is supported by other literature 
that suggests reducing social inequality and depravity can increase societal trust [48], this provides strong 
evidence that a causal relationship exists between the bestowing of trust upon individuals and the receipt of 
reciprocated trust [8].  

To benefit from trust reciprocity requires significant investment and long-term strategising. A shorter-term 
and perhaps more tangible trust-bolstering intervention is to increase political participation which, as 
research suggests, can increase political and social trust, especially among marginalised groups [11], [23], 
[47], [24]. Based on this premise, Weymouth et al. [47] put forth ‘deliberative democracy mini-publics’ as 
an example of an effective intervention to help build political trust. A mini-public involves a representative 
group of citizens (i.e., citizens randomly selected from the population) who gather to engage in small-group 
discussions on a topic of importance. The discussions are assisted by an independent facilitator, with the aim 
of reaching collective decisions or recommendations. Based on two use cases, the authors validated the 
effectiveness of this tool as a means to increase participation and political trust [47]. Participation, or the 
availability and ability to participate, in the political process is therefore key to societal resilience building. 
Other research has found that combining participatory programs with broad informational campaigns can 
increase participation and social cohesion, as well as political and societal [24].  

Similar to political participation is social inclusion. As discussed earlier, a main objective in cognitive 
warfare is to enflame pre-existing divisions in a society in order to create greater polarisation and 
fragmentation which can be exploited for political or military gain. It follows, then, that in order to 
strengthen societal resilience against the threat of cognitive warfare, there must be a concerted effort to 
reduce division and polarisation by promoting social inclusion and integration. As such, Wigell et al. [48] 
recommend implementing targeted programmes aimed at integrating diasporas through greater awareness, 
closer social proximity and the promotion of the role of civil society actors from and within marginalised 
groups. A greater diversity of civil society actors and of representation results in higher levels of trust [14].  

3.2 Managing 

3.2.1 Process 

While the building phase aims to grow trust, the managing phase seeks to maintain prior or pre-existing 
levels of trust. Despite best intentions, trust violations do occur, meaning damage control is needed to protect 
pre-existing trust. When the actual outcome of a trust decision does not match the expected outcome (i.e., 
after a violation of trust), recalibration is initiated wherein the trustor evaluates what went wrong, why and 
what they should do differently in the future. Adams [1] outlines the steps of this evaluation in their model of 
the trust calibration cycle. After the violation, the trustor first engages in sense-making. This involves 
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assessment of responsibility either to the self or to the trustee. If the trustor deems themselves responsible, 
they may proceed to re-evaluate their approach to judging the trustworthiness of others. If the trustee is 
deemed responsible, assessment of intentionality follows. If the intention is deemed not to have been 
malevolent, trust levels may decrease towards mistrust. If, however, the intention is deemed to have been 
malevolent, this sets the stage for active distrust to emerge.1 Although this model portrays a simplistic 
example (a discrete decision situation with a unidimensional summary judgment, an explicit trust decision 
outcome and binary responsibility and intention attribution), it nevertheless illuminates opportunities for 
intervention within the trust management phase (e.g., by influencing the responsibility and intentionality 
assessments). Trust management may look like damage mitigation after a violation or, in the absence of a 
violation, like the maintenance of existing trust through reliable action. 

3.2.2 Intervention 

When dealing with a breach or violation of trust, a fine balancing act is required so that the damage caused 
by the violation is managed and mitigated to avoid further denigration of the trust dynamic. The response 
therefore is inherently more reactive than interventions required in the building phase: a violation has 
occurred which needs to be addressed specifically, directly and immediately to prevent further spread of 
distrust or halt a dive in trust. Interventions aimed at managing the effects of a trust violation must be 
considerate of those whose trust has been violated. Reticence is a suboptimal response to a perceived trust 
violation [17]. When people start to doubt the intentions or trustworthiness of an actor and start to suspect 
malevolent intent, it can set the stage for distrust [1], which is wholly undesirable. 

Therefore, open, transparent and competent communications are key to managing trust violations. 
Research on risk and crisis communication often points to features such as demonstrating honesty, empathy, 
competency [33], openness and shared interest [15]. One of the most important factors in the production, 
maintenance and restoration of trust, especially in times of crisis or scandal, is transparency [13]. 
Transparency is effective because it helps build confidence via the process of accountability and fairness 
[13]. Two types of transparency have been identified in the literature: (1) reputation of transparency; and (2) 
efforts to communicate transparently [3]. Demonstrating both types of transparency achieves a greater level 
of trust than demonstrating either alone or neither [3], meaning that to effectively manage trust, transparency 
should be consistent, if not habitual. Transparency alone is not enough. It has far greater power when it is 
combined with the other qualities of effective communication mentioned previously, such as competent 
performance, empathy, benevolence and openness [13]. Good communication also allows a violation to 
become an opportunity for a trustor to learn about the trustee’s true capabilities and to hone their mental 
model of the trustee’s trustworthiness accordingly (i.e., to better calibrate their trust).  

Context is also important to effective communication surrounding trust violations. Research has found that 
private organisations achieve greater levels of trust when demonstrating openness, while public organisations 
garner trust most significantly when they demonstrate competency [40]. Furthermore, trust also depends on 
the balance between perceived competency and perceived motives. That is to say, if an actor is perceived as 
being motivated to withhold or distort information then public trust will be undermined regardless of how 
knowledgeable or expert the actor is perceived to be [15]. Therefore, the principles of transparency, openness 
and competency complement one another and should be used in combination when trying to effectively 
manage trust in response to a trust violation. 

Another reactive intervention that can mitigate lowering trust or growing distrust in the event of a trust 
violation is debunking. This is perhaps only relevant in cases of cognitive warfare strategies whereby the 
trust violation occurs because of the spread of mis- or disinformation. In this situation, a common strategy to 
manage levels of trust and distrust is to refute the violating information and to provide evidence of its falsity.  

 
1 The recalibration of trust also takes place when a violation occurs in opposition to the initial trust appraisal. In other words, 

when an initial decision not to trust is violated by an unexpectedly positive action by the trustee, this may lead to a reduction 
in distrust [1]. 
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However, responding to trust violations such as these is “not merely a technical problem” and requires a 
response beyond mere debunking of the information [4]. Critical thinking and a healthy scepticism of 
information should be nurtured within a population [13]. This is often referred to as pre-bunking as it relates 
more to pre-emptive preventative measures rather than the more reactive measures of debunking. Pre-
bunking can comprise several longer-term measures which are designed to stimulate critical thinking and 
engender trust empowerment. These include an increase in digital literacy, media literacy and greater 
education on the threats of hybrid threats and cognitive warfare, particularly mis- and disinformation. We 
consider pre-bunking a relevant management intervention because it can be employed concurrently with a 
disinformation campaign. For instance, actors can design and communicate public information campaigns on 
the relationship between disinformation and societal trust that supplements a wider drive to improve 
education on media literacy and disinformation [48].  

These interventions are most applicable after a trust violation has taken place. However, pre-bunking, for 
example, does not necessarily need to be implemented in response to a trust violation but can also be 
implemented on a continual basis to uphold and maintain trust levels. It is good practice to sustain these 
interventions for the ongoing maintenance of trust, whether a trust violation occurs or not.  

3.1 Repairing 

3.3.1 Process 

The repair phase focusses on restoring trust that has been damaged [36]. It follows violations that were not 
(entirely) successfully managed, i.e., that led to reduced trust, increased mistrust, or even sowed seeds of 
distrust. Context is what separates the building phase from the repair phase; it is the difference between 
building and rebuilding. While trust can be broken swiftly, repairing trust is a process that takes time, 
patience and commitment. This is because building trust is harder when starting from a position of distrust 
(i.e., rebuilding) [36]. Effects will therefore not be direct or automatic, so a long-term perspective is needed, 
but repair is possible [36]. 

3.3.2 Intervention 

To re-establish trust in an environment of mis- and distrust, it is crucial to understand the damage that caused 
these latter two, as this can inform better strategies for rebuilding the trust. A large psychological literature 
review by O’Brien & Tyler [36] proposed two evidence-informed trust-bolstering strategies that authorities 
can employ together to rebuild community trust: reconciliation and the procedural justice approach.  

Reconciliation entails actively listening to the concerns of those who have experienced damaged trust and 
making community-level trust-fortifying gestures that address both the past and the future. These gestures 
should both demonstrate recognition of the past injustice and its harm and promise changed future relations 
with or behaviour by the authority. They should also include responsibility acceptance and/or an apology [36]. 

Following the procedural justice approach, legal and political authorities can re-earn the public’s trust and 
counteract negative beliefs by altering their behaviour towards the public and the way they exercise authority 
[36]. Authorities should demonstrate commitment to their promises of positive change by putting persistent 
effort in delivering concrete results that benefit the community or stakeholders. Procedural justice strategies 
focus on treating members of the community fairly and respectfully in daily interactions. 

O’Brien and Tyler highlight the importance of deploying both strategies simultaneously. Reconciliatory 
gestures are not a substitute for change in daily practices. The authors emphasise the role of process in 
reconciliation; trust is not (re)built in a single event, but rather can occur when concrete procedural justice 
improvements are accompanied by a series of gestures. The success of both strategies stands or falls with to 
the extent to which they are perceived as sincere [36]. Furthermore, the implementation of one strategy can 
reinforce or, inversely, undermine the perceived sincerity of the other [36]. 
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4.0 DISCUSSION 

4.1 Key Takeaways 

4.1.1 Trust Calibration is a Continuous Process 

We have highlighted that calibrated trust should not be viewed as a single static state attributed to multiple 
targets. An individual does not (and should not) have one level of calibrated trust, because the appropriate 
level of trust varies constantly depending on who or what it is attributed to, when and in what context. The 
trustworthiness of a trustee differs across time and task. All in all, finding an appropriate balance between 
trust and mistrust requires persistent critical reflection on a range of factors. Searching for that optimised 
state between ‘over’-trust and ‘under’-trust is crucial for a resilient society that is both robust and able to 
adapt to changing circumstances. Recalibration is an ongoing process based on ever-evolving experience.  

It is important to recognise that our categorisation should be viewed a simplification of reality, as it distils 
the complex trust process into phases which are often less distinct in practical application than they appear in 
our trust cycle. As mentioned, the sequence of these phases is flexible and there is often overlap and 
blending of concepts and processes. Hence it is crucial to consider the nuances and to interpret our 
categorisations within the broader context of the multifaceted, dynamic nature of trust to gain a more 
accurate understanding of the interactions at play. 

4.1.2 Bolstering Trust Requires Psychosocial Interventions 

In our proposed categorisation of trust, we have drawn from different academic disciplines to suggest a range 
of psychosocial interventions to influence trust. This sample of interventions, though by no means 
exhaustive, illustrates the insight that stands to be gained from the social sciences. Cognitive warfare aims to 
control how people react to information and to change how a target population thinks and, in turn, acts [6], 
[4], [10]. Since the goal of malevolent actors is to interfere with the minds of their opponents, interventions 
to counter these threats should likely come from the psycho-social domain as well. “Responding to a 
cognitive warfare strategy is not merely a technical problem.” [4] (p. VI). Hence, technical solutions such as 
improving the security of digital voting systems will not be sufficient to prevent the Kremlin from 
undermining Western elections by interfering with the minds of voters [4]. Instead, solutions to cognitive 
warfare threats should emerge from the human and social sciences, draw on human factors methodology and 
engineering and be based on models of the cognitive processes in question [12].  

It must be noted that although we stress the importance of critical reflection, trust is something that happens 
mostly unconsciously and is largely driven by emotions and ‘gut-feeling’. Indeed, disinformation narratives 
are often targeted to trigger emotions of fear, anger, disgust, confusion and hopelessness, with the aim to 
create suspicion towards and distrust in governmental institutions [19]. Although we emphasise critical 
reflection and rational thought throughout our paper, the interventions discussed also address emotion, albeit 
more indirectly. For example, political engagement and social cohesion interventions would likely influence 
feelings of inclusion and isolation, reconciliation interventions would impact feelings of hurt and procedural 
justice interventions may create a sense of safety. The notion that emotion and ‘gut-feeling’ are important 
drivers of trust only underscores the need to involve social scientists (for whom emotion is an area of 
expertise) in the mission to strengthen societal resilience through intervention on trust. As previously stated, 
this is a people problem, not a technical problem. As such, it requires a people-focused solution. 

4.1.3 Building Resilience Via Trust Requires a ‘Whole-of-Society’ Approach 

When faced with cognitive warfare, trust as a form of societal resilience is key. However, as the above 
exploration of trust underlines, no single intervention alone can establish a sufficiently resilient level of trust 
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in society. Bolstering trust as a means of countering the complex and interrelated threats associated with 
cognitive warfare therefore requires a “well-functioning whole-of-society approach” [48]. This means that 
policymakers should adopt an approach to trust-bolstering that “integrates the capacities and capital 
possessed by various private and civil society sector” into one collaborative, unified effort [48]. Therefore, to 
achieve a sufficiently healthy level of trust calibration requires the implementation of a multitude of 
interventions implemented incrementally and on an ongoing basis across all levels of society; from micro to 
macro and top-down to bottom-up. Furthermore, this must involve the collaboration of a range of actors - 
from civil society and the public sector to private companies and individuals - to engage in proactive 
resilience building against the complex threats posed by cognitive warfare [39]. Of course, successful 
collaboration of key actors within a ‘whole-of-society’ may be dependent on individual, group or cultural 
differences that exist within society. For instance, one group may give more weight to the values of integrity 
than to competence or value communalism more than individualism. Such differences should be borne in 
mind when devising resilience-building interventions.  

The notion of a ‘whole-of-society’ approach to resilience-building is not novel and the concept is becoming 
increasingly central to policymaking in the European Union around hybrid threats, such as cognitive warfare. 
In fact, a report by the Hybrid CoE in 2023 advocates for a ‘whole of society’ approach to building resilience 
against hybrid threats and sets forth a comprehensive resilience ecosystem model designed to achieve this 
[22]. Further still, the report highlights trust as one of foundations of the democratic system and should be at 
the heart of societal resilience-building [22]. This largely reflects the findings of this paper; however it is 
argued here that such a simple conceptualisation of trust is somewhat unhelpful and that a more nuanced 
understanding of trust is required to fully appreciate the depth and breadth of response and interventions 
needed to bolster trust as a form of societal resilience.  

As well as ‘whole-of-society’, building, maintaining and repairing trust in the face of cognitive warfare 
threats also requires a ‘whole-of-trust’ approach. There are various different types of trust (with political, 
societal and institutional being the focus of this paper) and various branches of the trust family (trust, 
mistrust and distrust). The interconnectedness of these different types of trust means that changes to the level 
of one type of trust or distrust can have consequences for another. For instance, if a trust violation reduces 
political trust, then it is likely that institutional trust, particularly in legislative or judicial institutions, will 
also decline. Building trust, therefore, requires a comprehensive approach that ensures all types of trust 
remain calibrated to a sufficient degree. In addition to the different types of trust, there are different phases of 
the trust life cycle, as discussed above, which also need to be taken into account. A ‘whole-of-society’ and 
‘whole-of-trust’ approach to bolstering trust therefore requires a fully comprehensive engagement with trust, 
both in terms of the type of trust and where in the cycle of trust the intervention takes place.  

4.2 Conclusion 

This paper argues that trust must become “the key bulwark” in deterring and resisting cognitive warfare and 
bolstering trust should be the “linchpin of efforts to neutralise hybrid warfare” [9]. However, current 
conceptualisations of trust are limited and a more nuanced understanding of trust is required to fully 
appreciate the depth and breadth of response and interventions needed to bolster trust as a form of societal 
resilience. The strength of trust relies not only upon relations between the state and the individual but also 
upon relationships between individuals and the social cohesion and mutual trust that that fosters [2], [6]. As 
Bernal et al. [6] posited:  

The foundation for democracy lies not only in laws and civil order, but also in trust and mutual 
respect: the trust that we will follow those laws, respect civil institutions and respect each other and 
our differing opinions. (p.4). 

Therefore, in order to counter the complex weave of threats associated with cognitive warfare, a ‘whole-of-
society’ and ‘whole-of-trust’ approach should form the basis of trust-based interventions, an approach which 
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encompasses all levels, from state and societal to individual and interpersonal – it affects and is affected by 
all levels in society. This is why, as Bilal [9] concludes, any solutions against cognitive warfare that do not 
incorporate the fortification of trust in society “will probably fall short of offering effective antidotes” and 
“nothing will work or produce the desired results in the absence of trust”. It is therefore imperative for 
policymakers and strategists to put trust at the heart of resilience building.  
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